Effect of Joule heating on current-induced asymmetries and breakdown of the quantum Hall effect in narrow Hall bars
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HIGHLIGHTS

• Joule heating is incorporated into a self-consistent theory of screening and magneto-transport in narrow Hall bars.
• Current-induced asymmetries of the current distribution are calculated under the conditions of the integer-quantized Hall effect and its breakdown.
• Comparison with recent experiments shows that the present calculations, assuming a simplified sample geometry, can nicely explain some of the breakdown results, whereas others seem to result from spatial inhomogeneities.

1. Introduction

The interplay of low-temperature scanning-force-microscopy (SFM) experiments [1–5] and a self-consistent theory of screening and magneto-transport [6–9], based on a local-equilibrium description of the stationary, current-carrying non-equilibrium states, has led to a good understanding and consistent description of the integer-quantized Hall effect (IQHE) [10] in narrow Hall bars (width ~10 μm). Early experiments [3] showed that, for perpendicular magnetic fields \( B \) in the low-\( B \) regime of a quantized Hall plateau (QHP), the imposed current flows through two stripes near the opposite edges of the sample, so that the resulting Hall potential increases step-like across these stripes and is constant in between. From the \( B \)-dependence of the position of these stripes they could be identified as the “incompressible stripes” (ISs) [11,12], which exist as a consequence of the non-linear screening properties of the two-dimensional electron system (2DES) in strong magnetic fields at low temperatures [13,14].

A combination of this self-consistent screening theory with a simple transport theory, based on a local version of Ohm’s law with a position-dependent conductivity tensor and the gradient of the electro-chemical potential as driving electric field, could explain these experiments and, at least qualitatively, the different current and Hall potential distributions for other magnetic field regimes [6]. These self-consistent calculations produced, as a non-linear feedback effect, a pronounced current-induced asymmetry of the ISs, which however had not clearly been seen in the early experiments [3]. But recent experiments, which used suitable unidirectional current pulses, could clearly confirm this current-induced asymmetry [5,15]. The theoretically predicted asymmetry was clearly seen in the “edge-dominated” regime, in which the imposed current flows through ISs near the sample edges and the \( B \)-field has values near the low-\( B \) edges of a QHP. These results differ substantially from those obtained in the “bulk-dominated” region, where the \( B \)-field resides in the high-\( B \) part of the QHP, and the density of the imposed current and the resulting Hall potential vary over a wide part of the bulk of the sample.

Motivated by these new experimental results, the self-consistent screening and magneto-transport theory was applied to investigate in some detail the dependence of the spatial distribution of the imposed current and the resulting Hall potential on different parameters, such as magnetic field, temperature, collision-broadening of Landau levels, and strength of the imposed current [9].
The results were not in all aspects in agreement with the experiments. Fig. 6 of [9] shows, for example, that with increasing strength of the imposed current the asymmetry increases and eventually nearly all current flows through one of the ISs, while the bulk is free of current. In the experiment, on the other hand, a similar behavior is seen for small imposed currents, but for larger currents an increasing part of the imposed current flows through the dissipative bulk, so that a continuous breakdown of the IQHE is observed. To overcome this discrepancy, apparently a breakdown mechanism must be considered in the calculation. In the following we will include in the previously used self-consistent theory of screening and magneto-transport the effect of local Joule heating, which has been discussed in the literature as the most relevant mechanism for the breakdown of the IQHE [16–18]. We will see, that the importance of Joule heating depends strongly on temperature and the strength of the imposed current, and that the calculations yield reasonable agreement with experimental results in the edge-dominated regime. In the bulk-dominated regime, where the experiments indicate the importance of long-range density fluctuations, the present model of a laterally confined translation invariant 2DES with a homogeneous background of doping charges seems not to be sufficient.

2. Model

We keep our model as close as possible to that used in previous work [6,8,9]. In particular, we assume that all charges, i.e. donor charges, the 2DES, and the induced charges on the in-plane metal gates, are in the plane \( z = 0 \). Further we assume translation invariance in \( y \)-direction and lateral confinement of donor density \( n_d(x) \) and electron density \( n_e(x) \) to the interval \( |x| < d \) by the in-plane metal gates at \( |x| > d \). We neglect exchange and correlation effects in the 2DES, as well as spin splitting, and we replace the mutual interaction of an electron with the other electrons by its interaction with an effective Hartree potential generated by the total electron density. These assumptions allow an exact evaluation of the electrostatic potential \( V(x, z) \) [11,12] with

\[
V(x, 0) = V_d(x, 0) + V_e(x) + V_g(x, 0),
\]

with the kernel

\[
K(x, x') = \left[ \ln \left( \frac{d^2 - x^2}{d^2 - x'^2} \right) \right] \frac{d^2 - x'^2}{d^2 - x^2},
\]

the sum is the confinement potential due to the donors, \( V_d(x, 0) \), and the Hartree potential \( V_h(x, 0) \), respectively. With constant gate potentials \( V(x, 0) = V_g \) for \( x < -d \) and \( V(x, 0) = V_g \) for \( x > d \) one obtains \( V_{el}(x) = (V_g + V_d)/2 + (V_g - V_d)\text{arcsin}(x/d)/\pi \) for the potential generated by the gates. The above assumptions allow also to calculate the induced charges on the gates [6]. In the following we will consider source-drain currents flowing through the sample under “floating gate conditions”, which do not allow for a charge transfer between the two gates. These conditions can be realized [6] by fixing the quantity

\[
Q_{cr} = -\left( 2e/\pi \right) \int_{-d}^{d} dx \left[ \left( d^2 - x^2 \right) \left( d^2 - x'^2 \right) + d^2 - x'^2 \right] \left( x - x' \right) \text{d} x.
\]

As in previous work, we consider only a constant donor charge density \( n_{d0} \), which leads to the potential \( V_d(x, 0) = -E_d [1 - (x/d)^2]^{1/2} \), with \( E_d = 2\pi e^2 n_{d0} k/\pi \), and leave the consideration of a modulated \( n_{d0}(x) \) for later work.

A fundamental approximation of our approach is, that the effective electrostatic potential energy \( V(x) \equiv V(x, z = 0) \) varies within the 2DES slowly on the scale of the magnetic length \( r_g = \hbar / eB \), which defines the spatial extent of Landau wavefunctions, and on the scale of the Fermi wavelength, which is of the order of the average distance between electrons in the 2DES. Then the Hartree approximation reduces to the Thomas-Fermi approximation [8,9] and the electron density in Eq. (1) can be written as

\[
n_e(x) = \int dE D(E) f\left( E + V(x) - \mu \right),
\]

where \( D(E) \) is the density of states of a homogeneous 2DES in the same constant magnetic field without the energy \( V(x) \) and \( f(x) = 1/[1 + \exp(x/e)] \) denotes the Fermi function. In thermal equilibrium, i.e., without imposed current, the electrochemical potential \( \mu \) and the temperature \( T \) are constant, and \( V(x) \) and \( n_e(x) \) have to be calculated self-consistently from Eqs. (1) and (4), which define in general a non-linear integral equation for the effective confinement potential \( V(x) \). In the absence of magnetic fields, where the potential \( D(E) \) for the 2DES in GaAs can be taken as constant, \( D(E) = D_h(E) \) with \( D_h = m/(\pi e^2) \), so that for \( T=0 \) this integral equation becomes linear in \( V(x) \) for \( -d < x_{\text{min}} \leq x < x_{\text{max}} < d \) with \( V(x_{\text{min}}) = V(x_{\text{max}}) = \mu \) and is easily solved numerically.

As in previous work [9] we assume in the following a homogeneous background charge density \( n_{d0} \), with \( n_{d0} = 4 \times 10^{11} \text{cm}^{-2} \), and a sample-width \( 2d = 3 \mu \text{m} \). Requiring that, for \( B = 0 \) and \( T = 0 \), the electron density \( n_e(x) \) vanishes for \( |x| > 0.9d \), we obtain an average electron density \( n_e(x) = (2d)^{-1} \int_{-d}^{d} dx \ n_e(x) = 2.9 \times 10^{11} \text{cm}^{-2} \), which we keep fixed. This model leads to a density profile \( n_e(x) \) that decreases monotonically from its maximum in the center to the depleted stripes near the edges of the Hall Bar. As a consequence, for a given \( B \)-value at most two ISs with the same integer filling factor, e.g. \( \nu(x) = 2 \), are possible.

As in [6,9] we describe a stationary non-equilibrium state with an imposed current \( I \) along the Hall Bar, assuming local equilibrium with a position-dependent electrochemical potential \( \mu(x) \) in Eq. (4), where the position-dependence follows from the local form of Ohm’s law, \( \mathbf{j} = \mathbf{E} \) \( \times \mu \mathbf{E} \), with the gradient of the electrochemical potential \( \mu \) as driving electric field, \( \mathbf{E} = \nabla \mu \mathbf{E} \). Explicit expressions for the position-dependent conductivity components and the resulting current densities and electric fields are given in [9] and collected in the Appendix. In a stationary state of the sample with the properties mentioned before, the components \( E_{\ell} = E_{\ell 0} \) and \( j_{\ell} = j_{\ell 0} \) must be constant, and, due to the depletion stripes between the 2DES and the gates, the current across the sample vanishes, \( j_{\ell} \equiv 0 \).

In addition to the treatment of [9], we now consider Joule heating \( W(x) = E_{\ell 0} \mathbf{j}_x \). In a stationary state of the 2DES the produced heat must be transferred to the surrounding lattice. To keep things simple, we neglect the possibility of heat flow within the 2DES and assume that only the direct local heat transfer \( P_l(x) \) to the lattice is important. This will depend on the difference between local electron temperature \( T_{el}(x) \) and lattice temperature \( T_L \). Assuming that this difference is sufficiently small, we take from the literature [19] the linearized form \( P_l(x) = C_p^\ell (T_{el}(x) - T_L) \), where \( C_p^\ell \) describes the effect of electron-phonon scattering and \( D_{el}(x) = \delta n_{el}(x)/\partial \mu \) denotes the thermodynamic density of states at position \( x \). The balance of Joule heating and heat transfer to the lattice then yields for the local electron temperature

\[
T_{el}(x) = T_L + \Delta T_{el}, \quad \Delta T_{el}(x) = (2p)C_p^\ell E_{\ell 0}j_x D_{el}(x),
\]

where we use \( C_p^\ell = (k_B/\hbar) \times 10^{-3} \text{meV}^{-1} \) and introduce a parameter \( p \) to investigate different couplings to the lattice \( p = 0.5 \) corresponds to [19] and \( p = 0 \) neglects Joule heating effects.
3. Results

3.1. Current-driven breakdown

As already mentioned in the introduction, in the edge-dominated regime there is a discrepancy between experiment and the calculation of [9], which neglected Joule heating, concerning the increase of the asymmetry of the ISs with increasing strength of the imposed current. Comparison of Figs. 1 and 2 shows that the consideration of Joule heating eliminates this discrepancy.

Fig. 1 recalls, for a typical case, the results without Joule heating as shown in Fig. 6 of [9] and, in addition, contains the linear response result. Here we choose equidistant mesh points \( x_n \) for \( n = 0, 1, \ldots, N \) with \( N = 700 \) and calculate, as described in [9], for the collision broadening with \( \gamma = 0.1 \), the equilibrium state at \( B = 7 \) T and \( T = 4 \) K, and keep \( (n_{e}) \) and the induced charges on each gate fixed. This yields reasonably well developed incompressible stripes centered near \( x = \pm 0.525d \). Then we apply a step-wise increasing current \( I \), which modifies electro-chemical potential and, as a consequence, electron density and effective confinement potential, and we achieve self-consistency for each step. The upper panels of Fig. 1 show, near the ISs, for the linear response limit \((l \rightarrow 0)\) and for four finite values of the applied current \( I \), the resulting current density \( j(x) \) (in units of the average current density \( I/2d \)) and the Landau level filling factor \( \nu(x) \). The current density is confined to the ISs and with increasing \( I \) the IS centered near \( x = 0.525d \), in which the applied current has the same direction as the intrinsic equilibrium current, becomes wider and carries nearly all the current, essentially without dissipation. The lower panel of Fig. 1 shows the resulting asymmetry of the normalized Hall potential. This result is similar to the experimental one for small \( I \), but not for larger values of \( I \).

If we consider Joule heating, as in Fig. 2 for \( p = 0.1 \), the current-induced asymmetry is less pronounced, and for larger strength of the imposed current an increasing part of this current spreads out from the ISs into the dissipative bulk, leading to the breakdown of the QHE. This is similar to the experimental finding. For \( p = 0.1 \) this happens for \( I \lesssim 1 \) \( \mu \)A, as shown in Fig. 2: there exist no longer incompressible stripes with constant filling factor \( \nu(x) \equiv 2 \), and the Hall potential takes on a finite slope in the bulk. If we reduce the coupling to the lattice and take \( p = 0.5 \), Joule heating becomes more effective and the breakdown sets in already for \( I < 0.5 \) \( \mu \)A.

The lower panels of Fig. 3, which show the resistances of the Hall bar (referring to a square of side-length \( 2d \)) as functions of the imposed current, demonstrate the crucial effect of Joule heating. Without Joule heating \((p = 0)\) the applied current drives the resistances towards the quantized values \( R_{\text{Hall}} = h/(2e^2) \) and \( R_{\text{long}} = 0 \), in agreement with the fact that the most relevant incompressible stripe becomes wider with increasing \( I \), see Fig. 1. On the other hand, Joule heating drives the resistances away from the quantized values and works towards a continuous breakdown of the QHE, similar to that seen in the experiment [5]. It may be interesting to note that the deviation of the Hall resistance from the quantized value, \( R_{\text{Hall}} - h/(2e^2) \), shows a very similar dependence on the applied current \( I \) as the longitudinal resistance \( R_{\text{long}} \), although it is about an order of magnitude smaller.

The upper and medium panels of Fig. 3 show, in linear and logarithmic scales, respectively, the position-dependent increase of the electron temperature \( T_{el}(x) \) over the constant lattice temperature \( T_L = 4 \) K. We consider again two cases for the strength of the heat transfer to the lattice. If this is quite effective, \( p = 0.1 \), Joule heating is not very effective for \( I \lesssim 0.5 \) \( \mu \)A and yields an increase of \( T_{el}(x) \) over \( T_L \) of about 1 K or less in the ISs and of less than about \( 10^{-3} \) K in the bulk region. These values increase to about 3 K in the ISs and \( 10^{-3} \) K in the bulk for the breakdown currents of about \( 1 \) \( \mu \)A. For \( p = 0.5 \) Joule heating is considerably more effective and the breakdown values are already reached for \( I \sim 0.5 \) \( \mu \)A.
3.2. Temperature dependence

The results of the previous Section 3.1 indicate that, in the edge-dominated regime, simple Joule heating may be responsible for the breakdown of the QH effect. Comparing these results, which are calculated for a lattice temperature \( T_L = 4 \) K, with the experiments, which are presented in [5,9] and are taken at \( T_L = 1.5 \) K, we should however be careful, because the calculated resistances exhibit an intriguing temperature dependence. Typical results are presented in Fig. 4, which compares the situations with and without Joule heating. At high temperatures, \( T_L \geq 10 \) K, the resistance is essentially independent of the imposed current (linear response regime). At lower temperatures the longitudinal resistivity decreases near the lines with local filling factor \( \nu(x) = 2 \), so that, according to the principle of minimal entropy production, the density of the imposed current develops maxima along these lines, so that \( R_{\text{long}} \) and the total dissipation decrease with decreasing \( T_L \).

Without Joule heating (\( p = 0 \), upper panels in Fig. 4) the main effect of the imposed current is to broaden the stripe in which most of the imposed current flows with low dissipation. Thus, at fixed \( T_L \leq 4 \) K the longitudinal resistance decreases with increasing imposed current, and no current-induced breakdown of the IQHE can be expected, see lower panels of Fig. 3.

Joule heating changes the situation drastically, as is shown in the lower panels of Fig. 4 for \( p = 0.1 \). For \( T_L \geq 2.9 \) K (i.e. \( K/T_L \leq 0.36 \)) Joule heating increases the local electron temperature in the current-carrying region and thus leads, at fixed \( T_L \), to an increase of \( R_{\text{long}} \) with increasing \( I \), i.e. to the behavior we found in the lower panels of Fig. 3: with increasing \( I \) the resistances increase. For \( T_L \leq 5 \) K and low current (see the linear response result) \( R_{\text{long}} \) is about four orders of magnitude smaller than \( R_{\text{Hall}} \), which is close to the quantized value \( \hbar/2e^2 \). In the temperature range \( 3 \leq T_L \leq 5 \) K increasing current \( I \) drives these resistances to higher values and so produces a continuous breakdown of the QH effect.

Near \( T_L = 2.8 \) K the situation becomes different. As \( I \) increases towards \( 1.5 \) \( \mu \)A, the slopes of the curves \( R_{\text{long}} \) versus \( 1/T_L \) become very steep, and for \( I > 1.5 \) \( \mu \)A these curves become discontinuous at a temperature \( T_L = T_{\text{cr}}(I) \), which decreases with increasing \( I \). The calculations for the solid curves in Fig. 4 start with \( T_L = 50 \) K and lower the temperature stepwise, keeping the imposed current fixed. If this current is sufficiently strong (here \( I > 1.5 \) \( \mu \)A), the system remains in a normal state with relatively large longitudinal resistance until the critical temperature \( T_{\text{cr}}(I) \) is reached. As \( T_L \) is lowered further, we find at \( T_L = T_{\text{cr}}(I) \) an abrupt transition to a state showing the IQHE. For \( T_L < T_{\text{cr}}(I) \), \( R_{\text{long}} \) and \( R_{\text{Hall}} - \hbar!/(2e^2) \) are many orders of magnitude smaller than \( \hbar!/(2e^2) \) and decrease further with decreasing \( T_L \). This abrupt “phase transition” introduces a hysteretic behavior: if we lower \( T_L \) below \( T_{\text{cr}}(I) \) and then increase \( T_L \) again, keeping \( I \) fixed, the system stays in a QH state for a temperature interval with \( T_L > T_{\text{cr}}(I) \), until it jumps back to the unquantized, dissipative state at a higher temperature \( T_L = T_{\text{cr}}^{\text{up}}(I) > T_{\text{cr}}(I) \), as is indicated in Fig. 4 by the broken lines. Characteristics of states in and close to such a hysteresis region are shown in Fig. 5 for the imposed current \( I = 2 \) \( \mu \)A with \( T_L(T_{\text{cr}}) \approx 2.0417 \) K \( < T_{\text{cr}}^{\text{up}}(I) \approx 2.5833 \) K. Outside the interval \( T_{\text{cr}}(I) < T_L < T_{\text{cr}}^{\text{up}}(I) \) lowering and increasing \( T_L \) leads to the same state. In the QH states the density of the imposed current is strictly confined to the ISs, where \( R_{\text{long}} \) is extremely small so that heating is negligible. In the other states we observe broader current peaks around the lines with \( \nu(x) = 2 \), leading to an increase of the electron temperature by up to 8 K and the loss of ISs of finite width.

In the low-temperature region, where hysteretic behavior exists, we expect from Fig. 4 that, for a fixed \( T_L < T_{\text{hyd}} \approx 2.8 \) K at low imposed currents \( I \) the system is in a QH state and the longitudinal resistance \( R_{\text{long}} \) decreases with increasing \( I \) (i.e. Joule heating is ineffective) until a critical current \( I_{\text{cr}}(T_L) \) is reached, at which \( R_{\text{long}} \) suddenly increases by several orders of magnitude and the QH state breaks down. Depending on sample preparation and history, this transition will take place at a current \( I \) in the interval \( I_{\text{cr}} \leq I \leq I_{\text{hyd}} \) defined by \( T_{\text{cr}}(I) = T_L \) and \( T_{\text{cr}}^{\text{up}}(I) = T_L \), since in this interval QH states and dissipative normal states coexist.

Fig. 4 is calculated for \( p = 0.1 \) and without spatial averaging of
the conductivity (λ = 0 in Eq. (A6) of the Appendix). We have repeated the calculation for stronger heating effects, p = 0.5, and for two kinds of spatial averaging, λ = ℓB (= 9.7 nm at B = 7 T) and λ = λF/2 (≈ 23.3 nm, corresponding to n0 = 2.9·10¹¹ cm⁻²). The result is qualitatively the same, but now the discontinuities (and hysteretic behaviors) occur already for lower imposed currents, I ≥ 0.55 μA, however only at lower lattice temperature, Tl ≤ 2.3 K.

The model of homogeneous positive background charge (n0 = 4·10¹³ cm⁻²) considered here, yields for B = 7 T at low temperatures near |Δ| = 0.53d relatively wide incompressible stripes (width ≈ 75 nm for I = 0), so that the spatial average over λ has no drastic effect, at least not for small applied currents. This can be seen from Fig. 6, which compares averaging over the magnetic length (λ = ℓB) with averaging over the B-independent Fermi wavelength (λ = λF/2), for two different temperatures. For comparison, also the Drude result for the Hall resistance, R_Hall = ℏ/(e² λHALL), is shown, where λHALL = 2πε²/(n0) considers the effective width of the 2DES. Both, increasing the temperature and increasing the averaging length λ, shortens the QHP at the low-B side, but has only little effect on the high-B edge of the quantized Hall plateau near B = 7.35 T. Therefore it is interesting to calculate the temperature dependence of the resistances also for magnetic fields near the low-B edge of the (ν = 2)-QHP, where the λ-averaging becomes important.

Results of such a calculation for B = 6 T, where the width of the
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Fig. 3. Lower panels: longitudinal resistance R_long = 2d ℓB/I and Hall resistance R_Hall = |μ|(d − μ − d)/μ versus applied current I without (p = 0) and with (p = 0.1 and p = 0.5) Joule heating. Upper panels: Increase of electron temperature, ΔT(x) = ΔT(x) − Tl, due to Joule heating (for p = 0.1 and p = 0.5) for the indicated values of the applied current I. Medium panels: the same for ΔT(x) in logarithmic scale. B = 7 T, Tl = 4 K, other parameters as in Figs. 1 and 2.

Ls in thermal equilibrium is only about 40 nm, are shown in Fig. 7 with consideration of Joule heating (p = 0.1) and spatial averaging (λ = ℓB = 10.5 nm). Comparison with the classical Drude result for the Hall resistance explains why, for small imposed currents I, the breakdown of the QHE leads now to smaller values of the Hall resistance, while for B = 7 T it leads to larger values (see Fig. 4). If we require for the QHE R_long/R_Hall ≤ 10⁻⁴, we find that the QHP extends down to B = 6 T only for low lattice temperatures, Tl ≤ 2.5 K. If one fixes Tl near this value, R_long increases with increasing imposed current I, while R_Hall decreases towards the classical Drude value at that temperature (see Fig. 7 at 1/Tl = 0.4 K⁻¹). Thus we observe a continuous breakdown of the QHE.

For higher imposed currents (I ≥ 0.4 μA) and lower temperature (Tl ≤ 1.9 K) we find again hysteretic behavior, which is similar to that obtained for B = 7 T (see Fig. 4), but occurs already at much smaller imposed currents (for I ≥ 0.4 μA), but only at lower temperatures (Tl ≤ 1.9 K).

3.3. Comparison with experiments

3.3.1. Edge-dominated regime

In the breakdown experiments [5,15] usually the temperature is fixed while the imposed current is increased. As we see from Figs. 4 and 7, the results for longitudinal and Hall resistance
measured in such experiments will depend strongly on the temperature, at which the data are taken. At relatively high lattice temperatures, $T_l \geq 3$ K, the longitudinal resistance will monotonically increase with increasing current for all $B$-values in the ($\nu = 2$)-QHP. But if the data are taken at lower temperature, the situation may become more complicated, as is demonstrated by Fig. 8. Here the lattice temperature is taken as $T_l = 2.5$ K and the material parameters are chosen as in Fig. 7. Requiring for the IQHE $R_{\text{Hall}}/R_{\text{long}} \lesssim 10^{-4}$, we find in the linear response regime ($l \approx 0$) a ($\nu = 2$)-plateau at $6 T \lesssim B \lesssim 7.35$ T. The result for $B = 5.5$ T below the low-$B$ edge of the plateau does not satisfy the requirement for the IQHE and that for $B = 7.4$ T above the high-$B$ edge of the plateau shows essentially linear response behavior without any tendency towards the IQHE.

In the low-$B$ part of the plateau, $6 T \lesssim B \lesssim 6.7$ T, we find a continuous breakdown of the IQHE. If we define a critical current...
The slopes of the curves \( R_{\text{long}}(l) \) are of the same order of magnitude but decrease slightly with increasing \( B \). All these features, shown in the middle panel of Fig. 8, are in good qualitative agreement with the experimental results shown in Fig. 3 of [5]. This type of results was denoted as “edge-dominated” behavior, since in this \( B \)-region the IQHE is dominated by ISSs near the sample edges, which carry the imposed current nearly dissipationless. (In this Fig. 3 of [5] the longitudinal voltage is plotted as function of the bias voltage, which is equivalent to our plot of the longitudinal resistance as function of the imposed current.)

### 3.3.2 Bulk-dominated regime

The logarithmic plot in the lower panel of Fig. 8 shows some additional details. Apparently, for small imposed currents \( I \), \( R_{\text{long}} \) decreases with increasing \( I \). In the low-\( B \)-part of the \( (\nu = 2) \)-plateau, \( 6 \, \text{T} \leq B \leq 6.7 \, \text{T} \), \( R_{\text{long}}(l) \) goes through a minimum and then increases monotonously, yielding a continuous breakdown of the QHE and saturates at values of the order \( 0.1 \, \text{h/e}^2 \). Between minimum and saturation the slopes of the \( R_{\text{long}}(l) \) curves become very steep with increasing \( B \). This may indicate that for \( B \geq 6.8 \, \text{T} \) a discontinuous breakdown of the IQHE takes place with increasing imposed current. Unfortunately our iterative calculation, based on the Newton-Raphson-method for the solution of non-linear integral equations, does not converge in this regime. The reason for this problem may be, that the method relies on successive small changes of the thermodynamic state of the system, whereas in the hysteretic regime abrupt, large changes may be expected. The numerical results for \( B \geq 6.8 \, \text{T} \) give, however, no indication of such an abrupt increase of the longitudinal resistance.

Aiming to clarify the situation, we repeated the calculation for different parameters: stronger Joule heating, \( p = 0.5 \), lower temperature, \( T = 1.5 \, \text{K} \), and more effective spatial averaging of the conductivity, \( \lambda = \lambda_B/2 \). Results are presented in Fig. 9. Due to the larger values of \( p \) and \( \lambda \) the low-\( B \)-edge of the \( (\nu = 2) \)-plateau is shifted to \( B = 6.2 \, \text{T} \). The characteristics of the low-\( B \)-part of the plateau, here \( 6.2 \, \text{T} \leq B \leq 6.55 \, \text{T} \), are similar to those of Fig. 8 and in qualitative agreement with the experiments in the “edge-dominated regime”, although the structures are more pronounced and appear at smaller values of the imposed current \( I \). The low-\( B \)-part of the plateau with a continuous breakdown of the QHE ends abruptly at \( B = 6.55 \, \text{T} \), where a current \( I \geq 0.2 \, \mu\text{A} \) leads to the breakdown. For \( B \geq 6.56 \, \text{T} \) no tendency towards a breakdown of the QHE is observable, and the system remains in the QH state for all \( I \)-values, for which the calculation converges.

\[ L \approx (\nu - 1) \frac{h}{e^2} \]

\[ L \approx (\nu - 1) \frac{h}{e^2} \]

\[ L \approx (\nu - 1) \frac{h}{e^2} \]
The results presented in Figs. 9 and 8 for the high-B part of the \((\nu = 2)\)-plateau are not in agreement with the experiments, which show in this B-region a “bulk-dominated” behavior with QH states, in which the dissipationless current density is distributed over a wide part of the bulk of the sample. In this bulk-dominated region the experiments show again a continuous breakdown of the IQHE, if the imposed current (or the bias voltage) exceeds a certain B-dependent value \(I_{\text{c}}(B)\), but in contrast to the edge-dominated behavior, now \(I_{\text{c}}(B)\) decreases with increasing \(B\), while the increase of the longitudinal voltage with increasing bias voltage (i.e. of \(R_{\text{long}}\) with increasing \(I\)) becomes steeper.

In contrast to the experimental finding in the bulk-dominated regime, our numerical results in this B-regime show no indication of a current-induced breakdown of the QHE. The reason for this discrepancy needs further investigation. Probably the present model of a homogeneous positive background charge density describing donor-doping is too simple. It leads to an electron density with a maximum in the middle of the sample and a monotonous decrease towards the edges. This leads to incompressible stripes, which, with increasing \(B\), become broader and move towards the center of the sample. In the high-B region of the \((\nu = 2)\)-plateau the system becomes a homogenous ISs almost, which can carry large dissipationless currents, so that Joule heating is not effective. This might require another breakdown mechanism of the IQHE. However, the experiments have shown that the electron density is not homogenous along the sample and that fluctuations may lead to abrupt changes in the Hall potential profile at different cross sections along the sample (see Figs. 5 and A4 of [5]).

Fluctuations of the electron density, enhanced by the non-linear feedback effects in strong imposed currents, may lead to inhomogeneous incompressible regions which are locally sensitive to Joule heating.

4. Summary

We have extended the previously used self-consistent screening theory of magneto-transport in narrow Hall bars [6,9] by the inclusion of Joule heating and heat transfer to the lattice. The calculated results are compared with recent measurements of the local distribution of current density and Hall potential in such samples under the conditions of the IQHE and its breakdown, enforced by imposed currents at low lattice temperatures.

A nice qualitative agreement between theory and experiment is obtained in the so called “edge-dominated regime” of the IQHE, in which the imposed current \(I\) flows, nearly dissipation-less, through incompressible stripes near the sample edges. With increasing strength of \(I\) one finds an increasing asymmetry of the stripes and of the currents through and the Hall voltages across these stripes. If \(I\) increases further, the calculation yields an increasing electron temperature in the stripes, which leads to a modification of the electron density in the stripes and thus to a continuous breakdown of the IQHE. The resulting \(I\)-dependence of the longitudinal resistance shows a characteristic dependence on the magnetic field \(B\), consistent with that found in the experiments [5].

In contrast to the experiments, in the calculations the lattice temperature \(T_{\Lambda}\) is easily changed, while keeping \(B\) and \(I\) fixed. Lowering \(T_{\Lambda}\) one finds for sufficiently large \(I\) at a critical \(T_{\Lambda} = T_{\Lambda}(I)\) a discontinuous transition from a dissipative normal state to a state showing the IQHE. If \(T_{\Lambda}\) is lowered further, the system remains in a quantized state. If \(T_{\Lambda}\) is raised again, the system remains in a quantized state until it jumps back to a normal dissipative state at a temperature \(T_{\Lambda} = T_{\Lambda}(I) > T_{\Lambda}(I)\). This type of hysteresis is well known for “macroscopic” samples and has been discussed in the literature [17,18]. It may be interesting to explore it experimentally at the microscopic samples considered here [5].

An apparent discrepancy between experiment and calculation is found in the high-B part of the \((\nu = 2)\)-QHP, the “bulk-dominated” regime. Here the experiments yield, for low currents (or bias voltages), a distribution of the dissipation-less current and the corresponding variation of the Hall potential over a wide part of the Hall bar. At higher currents again an apparently continuous breakdown of the IQHE is observed, but now the critical currents and the slopes of the \(R_{\text{long}}\)-versus-\(I\) curves show a different dependence on \(B\) as in the edge-dominated regime. The calculations, performed at fixed \(T_{\Lambda} \leq 2.5\) K and fixed \(B\) in the upper part of the QHP, show no current-induced breakdown of the IQHE. The reason is probably the simple model for the electron density in the 2DES, which does not allow for fluctuations. It yields wide ISs near the center of the Hall bar, which, at low \(T_{\Lambda}\), can carry large currents nearly dissipation-less, so that Joule heating is not effective. Since the experiments [5] clearly demonstrate the presence and importance of density fluctuations, such fluctuations should be incorporated into the theoretical model. They may lead to spatial structures in the current-carrying incompressible regions, which are sensitive to Joule heating. These questions need further investigation.
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Appendix A

As in [9] we take \(D(E) = D_0 = m/(\pi e^2)\) for the density of states at \(B=0\), with \(m = 0.067m_0\) the effective mass of GaAs, and for large, quantizing magnetic fields

\[
D(E) = \frac{1}{\pi e^2 B} \sum_{n=0}^{\infty} A_n(E), \quad A_n(E) = \frac{1}{\sqrt{\pi} \Gamma} \exp\left(-\frac{E_n}{\Gamma}\right) \left(\frac{E-E_n}{\Gamma}\right)^{1/2},
\]

(A1)

with \(E_n = \hbar v_F(n+1/2)\) the Landau energies, \(v_F = eB/\pi m\) the cyclotron frequency, and a Gaussian form of the spectral function, which is width is given by \(\Gamma = \gamma \hbar v_F\). For \(\gamma = 0\) the Landau states are degenerate.

The conductivity \(\sigma_{\text{el}}(x) = \sigma_{\text{y}}(x)\) and \(\sigma_{\text{fl}}(x) = -\sigma_{\text{el}}(x) = \sigma_{\text{fl}}(x)\) are obtained by

\[
\sigma_{\text{el}}(x) = \left(\frac{e^2}{h}\right) J(x), \quad \nu(x) = 2\pi e^2 n_0(x),
\]

(A2)

\[
\sigma_{\text{fl}}(x) = \frac{e^2}{h} \int_{-\infty}^{\infty} \frac{dE}{2\pi} \frac{1}{\pi} \sum_{n=0}^{\infty} \left(2n+1\right) \left(\frac{\Gamma A_n(E)}{\pi B}\right)^{1/2},
\]

(A3)

where \(n_0(x)\) is calculated according to Eq. (4) with the argument of the Fermi function replaced by \(E + V(x) - \mu^*(x)/k_T(x)\) and where \(f_x = df([E + V(x) - \mu^*(x)]/k_T(x))/dE\). From Ohm’s law we obtain, with \(\rho_{\text{fl}}(x) = \sigma_{\text{fl}}(x)/[\sigma_{\text{el}}(x)^2 + \sigma_{\text{fl}}(x)^2] \) and \(\rho_{\text{el}}(x) = \sigma_{\text{el}}(x)/[\sigma_{\text{el}}(x)^2 + \sigma_{\text{fl}}(x)^2] \)

\[
\dot{J}_0 = E_{\text{el}}(x, y) J(x, y), \quad \dot{E}_{\text{el}} = \rho_{\text{el}}(x) J(x, y), \int_{-\infty}^{\infty} d x \dot{J}_0(x) = I,
\]

(A4)

and

\[
\mu^*(x, y) = eE_{\text{fl}}(x, y) + \mu^*(x), \quad \mu^*(x) = \mu_0^* + eE_{\text{el}}(x) \int_{-\infty}^{\infty} d x \rho_{\text{fl}}(x) J(x, y),
\]

(A5)

so that \(E_{\text{el}}^* = I/\int_{-\infty}^{\infty} d x 1/\rho_{\text{fl}}(x)\). The y-dependent term \(E_{\text{fl}}^*\) must also be added to \(V(x)\), to ensure that \(V(x, y) - \mu^*(x, y) = V(x) - \mu^*(x)\),
and as a consequence the electron density, is independent of $y$. The constant $\mu_0^*$ is determined by the average electron density [9]. To avoid spurious incompressible stripes of extremely small width, we again smoothen the conductivity tensor

$$\hat{\delta}(x) = \frac{1}{2\lambda} \int_{-\lambda}^{\lambda} d\xi \, \hat{\delta}(x + \xi).$$

with a suitable length $\lambda$.
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